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Abstract. The effects of the surface exchange anisotropy on the ordering of ferromagnetic films
are studied for the exactly solvable classical spin-vector model withD → ∞ components. For
small surface anisotropyη′s � 1 (defined relative to the exchange interaction), the shift ofTc in a
film consisting ofN � 1 layers behaves asT bulk

c − Tc(N) ∝ (1/N) ln(1/η′s ) in three dimensions.
The finite-size scaling limitT bulk

c − Tc(N) ∝ 1/(η′1/2N2), which is realized for the model with a
bulk anisotropyη′ � 1 in the rangeNη′1/2 & 1, never appears for the model with the pure surface
anisotropy. Here forN exp(−1/η′s ) & 1 in three dimensions, film orders at a temperature above
T bulk
c (the surface phase transition). In the semi-infinite geometry, the surface phase transition

occurs for whatever small values ofη′s (i.e., the special phase transition corresponds toT bulk
c ) in

dimensions three and lower.

1. Introduction

Reduction of Curie temperatures,Tc, of ferromagnetic films consisting ofN � 1 layers with
respect to the bulk value is usually represented in the form

[T bulk
c − Tc(N)]/T bulk

c
∼= A/Nλ. (1.1)

For the exponentλ the finite-size scaling theory [1, 2] yieldsλ = 1/νb, whereνb is the
critical index for the bulk correlation length. The above result has been derived with the
Ising model, or the field model with a one-component order parameter, in mind. For weakly
anisotropic Heisenberg model and, in general, for models with several spin components, the
nearly Goldstone modes can drastically change the character of ordering in magnetic films.
In particular, in the dimensionality ranged 6 3 in the isotropic limit at low temperatures, the
film behaves as a system of dimensionalityd ′ = d − 16 2 and cannot order because of long-
wavelength fluctuations. This means that the amplitudeA in equation (1.1) should diverge
in the isotropic limit. Moreover, even the functional form of equation (1.1) should change
to explicitly reflect thed ′-dimensional nature of a nearly isotropic film. For the model with
the uniaxial exchange anisotropy (longitudinal spin components coupled byJ and transverse
components coupled byηJ with η 6 1, so thatη′ ≡ 1 − η measures the anisotropy) it
was shown in [3, 4] that equation (1.1) is only valid for rather thick films,Nκc & 1, where
κc ≡ 1/ξc⊥ =

√
2d(1/η − 1) is the inverse transverse correlation length at the bulk critical

point, which goes to zero in the isotropic limit. Here, in three dimensions for the classical spin-
vector model withD→∞ components one hasλ = 2 andA ∼ 1/κc. In the rangeNκc . 1
ad ′-dimensional behaviour is realized, which is characterized byλ = 1 andA ∼ ln[1/(κcN)]
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in three dimensions,d = 3. For extremely small anisotropies, the film orders at such low
temperatures that spins along the direction perpendicular to the surface are strongly correlated
with each other and they can be considered as single composite spins. Thus, the film is mapped
on thed ′-dimensional monolayer with the exchange interactionNJ , which yields [4]

Tc(d, J, η
′, N) ∼= Tc(d ′, NJ, dη′/d ′, 1). (1.2)

Although the results of [3, 4] have been obtained for the infinite-component classical vector
model, the qualitative features of this solution should be shared by the more realistic Heisenberg
model,D = 3. In particular, formula (1.2) is model independent and valid for allD > 2.

The purpose of this paper is to study ordering in magnetic films with asurfaceanisotropy.
The latter arises, typically, due to the violation of the symmetry of a crystal field acting on
the magnetic ions at the surface. Although this anisotropy has a single-site form, here we will
consider the anisotropy of the exchange interactions between the surfaces spins, instead. This
leads to the same qualitative results and allows one to use the formalism developed for the
exchange-anisotropy models in [3–6]. One can expect that the surface anisotropy stabilizes
ordering in films withd 6 3 andN � 1 weaker than the bulk one. If the surface anisotropy
is very small, thenTc � T bulk

c , and at such low temperature, its influence should redistribute
overN layers, so that its effective value isη′eff ∼ η′s/N . The latter should result in a more
pronounced suppression ofTc in magnetic films. This can be seen immediately in the case of
extremely small surface anisotropy, where the analogue of equation (1.2) reads

Tc(d, J, η
′
s , N)

∼= Tc(d ′, NJ, η′s/N, 1). (1.3)

A specific feature of the model with pure surface anisotropy is the absence of a finite length
scale, such as the transverse correlation lengthξc,⊥ ≡ 1/κ, at criticality. As a result, the system
is always in the rangeNκ � 1 and there is no crossover to the finite-size scaling regime of
equation (1.1). As a result, for a small surface anisotropy, the corresponding analytical solution
for the Curie temperature of the film holds in a much wider range ofN .

If surface anisotropy exceeds a critical valueηs,c(N), the Curie temperature of the film
exceeds the bulk Curie temperature:Tc > T bulk

c . The possibility of this effect, which is absent
in the mean-field approximation (MFA), can be seen from the following simple arguments. The
isotropic large-D model orders atT bulk

c = J0/(DWd), whereJ0 is the zero Fourier component
of the exchange interaction andWd ≡ Pd(1) (see equation (2.21)) is the Watson integral
containing the information on the lattice dimensionality and structure. On the other hand,
the Curie temperature of the monolayer with the (surface) anisotropy of the extreme Ising
type, ηs = 0 (i.e., η′s = 1), is Tc(1) = (d ′/d)J0/D. For the simple cubic lattice one has
W3 = 1.516 39, so that the Curie temperature of the anisotropic monolayer slightly exceeds
the isotropic bulk Curie temperature. That is, the lack of interacting neighbours at the surface
can be compensated for by a stronger suppression ofT bulk

c due to long-wavelength fluctuations
making contribution toWd . It is clear that the bilayer has a substantially higher value ofTc than
the monolayer, and that in dimensions lower than three the bulk Curie temperature is suppressed
even more. For the continuous-dimension model introduced in [6], one hasW3.0 = 1.719 324
andW2.5 = 2.527 059. In two dimensions and below,Wd diverges and thusT bulk

c goes to
zero in the isotropic limit. On the other hand, the theory predicts a finite-temperature surface
phase transition for any nonzero values of the surface anisotropyη′s . Thus, ford 6 2 the
surface anisotropy is the only source of ordering. However, this situation is only realized in
the limit D → ∞. Since in two dimensions the surface is one-dimensional, ordering at the
surface should be destroyed by thermal fluctuations of the longitudinal spin components for
any finiteD. In fact, surface anisotropy already plays a major role ford 6 3. We will see
below thatηs,c(N) goes to zero in the limitN → ∞ in this dimensionality range. Thus, in
the semi-infinite geometry a surface phase transition aboveT bulk

c occurs for however small a
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value of the surface anisotropy, i.e., the bulk Curie temperature is the temperature of the special
phase transition as well!

The main part of this paper is organized as follows. In section 2 the closed system of
equations describing theD → ∞ component spin-vector model in the symmetric phase is
written down. In section 3 the analytical calculation of the correction toTc in films with a weak
surface anisotropy is presented. In section 4 the surface phase transition is considered. The
results of numerical calculations are at appropriate places in sections above. In section 5 the
results obtained are summarized, and possibilities of finding similar regimes in more realistic
models are discussed.

2. Basic equations and their solution

The Hamiltonian of the anisotropic classicalD-component spin-vector model can be written
in the form

H = −1

2

∑
ij

Jij

(
mzimzj + ηij

D∑
α=2

mαimαj

)
|mi | = 1 (2.1)

where dimensionless anisotropy factors satisfyηij 6 1. This model was introduced, in the
isotropic form, by Stanley, who showed that its partition function in the spatially homogeneous
case in the limitD → ∞ [7] coincides with that of the spherical model [8]. There are,
however, a number of essential differences between the exactly solvable limitD → ∞ of
equation (2.1) and the spherical model. In particular, there is only one correlation function
(CF) in the spherical model, and thus this model cannot incorporate anisotropy. In theD→∞
model, there are longitudinal and transverse CFs which differ belowTc, even in the spatially
homogeneous isotropic case [9].

The system of equations describing the spatially inhomogeneousD → ∞ model both
above and belowTc was obtained in [5]. At or aboveTc in zero field, the magnetization
〈mi〉 is zero and the model is described by the closed system of equations for the correlation
functions of transverse (α > 2) spin components,sij ≡ D〈mαimαj 〉, and the spatially varying
gap parameter,Gi . (The definition ofGi can be found in [5]; here it is nonessential.) In the
film geometry, it is convenient to use the Fourier representation ind ′ = d − 1 translationally
invariant dimensions parallel to the surface and the site representation in thedth dimension.
The equations can easily be generalized for the anisotropy factors taking the valuesηnn within
thenth layer andηn,n±1 for the interaction between thenth and(n±1)th layers. For the model
with nearest-neighbour (nn) interactions, the equation for the Fourier-transformed CFσnn′(q)

then takes the form of a system of second-order finite-difference equations in the set of layers
n = 1, 2, . . . , N :

2bnηnnσnn′ − ηn,n+1σn+1,n′ − ηn,n−1σn−1,n′ = 2dθδnn′ (2.2)

wherebn is given by

bn = d/(ηnnGn)− d ′λ′q. (2.3)

λ′q for thed-dimensional hypercubic lattice reads

λ′q =
1

d ′

d ′∑
i=1

cos(qi) (2.4)

and the lattice spacing has been set to unity. In equation (2.2),θ is the reduced temperature
defined by

θ ≡ T

T MFA
c (∞) T MFA

c (∞) = J0

D
(2.5)
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where for hypercubic latticesJ0 = 2dJ . The quantitiesσ0,n′ andσN+1,n′ in the nonexisting
layers, which enter equations (2.2) at the film boundariesn = 1 andn = N , are set to

σ0,n′ = σN+1,n′ = 0 (2.6)

as free boundary conditions. The autocorrelation functions in each ofN layers,snn, satisfy the
set of constraint equations

snn ≡
∫

dd
′
q

(2π)d ′
σnn(q) = 1 (2.7)

which are the consequence of the spin rigidity,|mi | = 1. A straightforward algorithm for
numerically solving the equations above is to compute, for a given set ofGn, all σnn from the
system of linear equations (2.2) and then insert the results in equation (2.7) to obtain, after
integration over the Brillouin zone, a set of nonlinear equations forGn.

The first step of the routine described above can be conveniently performed with the help
of the continued-fraction formalism which is described in detail in [4,6]. For a particular type
of model with surface and bulk anisotropies, which is defined by

η11 = ηNN = ηs 6 1 ηnn = ηn,n±1 = η 6 1 (nn 6= 11, NN) (2.8)

and which will be studied below, it is convenient to rewrite equations (2.2) in the form

2b̃nσnn′ − σn+1,n′ − σn−1,n′ = (2dθ/η)δnn′ (2.9)

whereb̃n = (ηs/η)bn for n = 1, N andb̃n = bn otherwise. Explicitly,

b̃n = d/(ηGn)− d ′λ′q + (1− ηs/η)d ′λ′q(δn,1 + δnN). (2.10)

An alternative way to findσnn′ , which is more appropriate for the analytical treatment, is
to represent equations (2.2) in the matrix form

B̂σ̂ = diag(2dθ/ηnn) Bnn = 2bn Bn,n±1 = −ηn,n±1/ηnn (2.11)

so that the solution forσnn′ is given byσnn′ = (2dθ/ηn′n′)B
−1
nn′ . Since the diagonal part of

the matrixB̂, which depends on the wavevectorq, is proportional to the unity matrix, the
eigenvalues and eigenvectors ofB̂ can be defined as

B̂Ûρ = [µρ + 2d ′(1− λ′q)]Ûρ ρ = 1, 2, . . . , N (2.12)

the eigenvectorŝUρ being independent ofq. It should be noted that matrix̂B is nonsymmetric,
Bn,n±1 = −ηn,n±1/ηnn 6= Bn±1,n = −ηn,n±1/ηn±1,n±1, if anisotropy factorsηnn change from
one layer to the other. In this case its left eigenvectorsŴ T

ρ differ from its right eigenvectors

Ûρ . The Green functionσnn′ can be expanded over the set of eigenvectors of the problem as
follows

σnn′(q) = 2dθ

ηn′n′

N∑
ρ=1

UnρW
T
ρn′

µρ + 2d ′(1− λ′q)
. (2.13)

Here matrixÛ is composed of the right eigenvectorsÛρ as columns and̂WT is composed of
the left eigenvectorŝWT

ρ as rows. The right and left eigenvectors satisfy the biorthogonality

condition
∑

n WnρUnρ ′ = δρρ ′ . In general, matrixÛ in nonunitary: Û−1 = Ŵ T 6= ÛT .
Integration in equation (2.7) can be performed analytically with the result

snn = 2dθ

ηnn

N∑
ρ=1

UnρW
T
ρn

2d ′ +µρ
Pd ′

(
2d ′

2d ′ +µρ

)
= 1 (2.14)

wherePd ′(X) is the lattice Green function for the layer, which is defined similarly to the lattice
Green functionP(X) ≡ Pd(X) below. Using this method with tabulated values ofPd ′(X)
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can save computer time, in comparison to the continued-fraction method. On the other hand,
the continued-fraction method is fast enough and already implemented, so that it is used here.
The diagonalization formalism above is used for analytically solving the problem in the next
two sections.

After the set ofGn for a given temperature has been determined, one can compute the
longitudinal CFσ zznn′(q) from equations (2.2) and (2.3), where all anisotropy factorsηnn′ are
replaced by one. The Curie temperature of the filmθc can now be found from the equation

[σ zznn(q = 0)]−1 = 0. (2.15)

In a usual situation, the above condition should be used in the middle of the film,n ∼ N/2,
because for largeN the critical divergence of the spin CF at the surface is suppressed [6,10,11].
If ordering of the film is driven by the surface, it is more convenient to use equation (2.15) for
n = 1. This equation has, in general,N roots, as we will see below. One should choose the
maximal root forθc, all other roots are unphysical. Belowθc, the spontaneous magnetization
appears, and the very form of the equations change.

One can also representσ zznn′ in the form of equation (2.13) withηn′n′ ⇒ 1, where
eigenvaluesλzρ and eigenvectors componentsUz

nρ correspond to the problem with the matrix

B̂z. The latter is defined by equation (2.11), where anisotropy factorsηnn′ are replaced by one.
SinceB̂z is a real symmetric matrix,(B̂z)T = B̂z, matrixÛ z is unitary: (Û z)−1 = (Û z)T , i.e.,
Uz,−1
ρn = Uz

nρ . The eigenvalue problem corresponding to the longitudinal CF can be written in
the form of a discrete Schrödinger equation for a particle with massm = 1

2:

−ψn−1 + 2ψn − ψn+1 + Vnψn = Eψn Vn = 2d(1/Gn − 1) (2.16)

as in quantum tight-binding models. This form is useful for the interpretation of the results;
the eigenvectors and eigenvalues of equation (2.16) are more compact forms of the quantities
introduced above:

σ zznn′(q) = 2dθ
N∑
ρ=1

ψnρψn′ρ

Eρ + q2
q � 1 (2.17)

whereEρ ≡ µzρ andψnρ ≡ Uz
nρ . The condition for the Curie temperature of the film has the

form

E1(θc) = 0 (2.18)

whereE1 is the lowest of the eigenvaluesEρ . TheN − 1 solutions corresponding toEρ = 0,
ρ > 2, are unphysical. It should be noted that for the transverse correlation function the
problem cannot, in general, be interpreted quantum mechanically, since the matrixB̂ may be
non-Hermitean, as is the case for the model with surface anisotropy. The eigenvalues of the
transverse problem,µρ , exceed the longitudinal eigenvaluesEρ ; in the Ising limitη � 1 one
hasµρ ∝ 1/η, whereasEρ become independent ofη.

One should note that the longitudinal CF is, in our formalism, only a ‘slave’ quantity, it
does not affect the basic equations of the model and is not subject to a constraint condition
similar to equation (2.7). The physical reason for this is the irrelevance of fluctuations of the
single longitudinal component in comparison to those ofD − 1 transverse ones in the limit
D→∞.

In the spatially homogeneous bulk sample one hasGn = G andηnn = ηn,n±1 = η, and
the transverse CF can easily be found [4,6]. The resulting equation for the gap parameter has
the form

θGP (ηG) = 1 (2.19)

where

P(X) ≡
∫

ddk

(2π)d
1

1−Xλk (2.20)
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Figure 1. Curie temperatures of theN -layer simple cubic lattice film for different values of surface
anisotropy. The horizontal dotted line is the bulk value ofTc. Solid circles are the values ofTc for
the model with the bulk anisotropyη′ = 1 (classical Ising model).

is the lattice Green function. The quantityλk ≡ Jk/J0 for the nearest-neighbour interaction
is given by equation (2.4) withd ′ ⇒ d andq ⇒ k. The solutionG of equation (2.19)
increases with lowering temperatureθ ; at G = 1 the gap in the longitudinal CF closes,
longitudinal susceptibility diverges, and the phase transition occurs. This defines the bulk
transition temperature [12]

θbulk
c = 1/P (η) (2.21)

that generalizes the well known result for the spherical modelθc = 1/P (1) [8]. The lattice
Green functionP(X) satisfiesP(0) = 1 and has a singularity atX → 1, the form of which
in different dimensions can be found in [6]. Ford 6 2, the Watson integralW ≡ P(1) goes
to infinity; thus, formula (2.21) yields nonzero values of the Curie temperature only for the
anisotropic model,η < 1. It should be noted that in the anisotropic case the critical indices
of the model coincide with the mean-field ones due to the suppression of the singularity of
P(ηG) for G→ 1. Belowθc, the spontaneous magnetization appears, andG sticks to one.

In equation (2.20) one hasλk
∼= 1− k2/(2d) in the long-wavelength limit. Thus, the

inverse transverse correlation lengthκ following from equation (2.20) is defined by

κ2 ≡ 2d[1/(ηG)− 1]. (2.22)

Its critical-point valueκc ≡
√

2d[1/η − 1] measures the bulk anisotropy and varies between 0
for the isotropic model and∞ for the classical Ising model. The inverse longitudinal correlation
lengthκz is determined byκ2

z ≡ 2d[1/G− 1] and it diverges at the critical point. In contrast
to finite-D theories, where the longitudinal correlation lengthξcz ≡ 1/κz plays the major
role in the scaling, here in the limitD → ∞ it becomes only a slave variable, whereas all
the physical quantities, except the longitudinal CF, are scaled with the transverse correlation
lengthξc,⊥ ≡ 1/κ [4,6].

Numerical solution of the problem with the method described in this section above yields
the results forθc(N) of the three-dimensional film with a simple cubic structure, which are
shown in figure 1. One can see that for small transverse anisotropies,θc(N) approaches its bulk
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limit much slower than the solution for the model with bulk anisotropyη = 0 (classical Ising
model), which is shown by solid circles. Since in the latter case transverse spin components
are switched off, the result coincides with that of the mean-field approximation [13]

θc(N) = 1− 1

d

(
1− cos

π

N + 1

) ∼= 1− 1

2d

( π
N

)2
(N � 1). (2.23)

As can be seen from figure 1, the suppression of the Curie temperature in films with a
weak surface anisotropy may be quite pronounced, especially in comparison with the mean-
field result shown by solid circles. LargeTc shifts in films have been observed in many
experiments (see, e.g., [14]). For larger values ofη′s , the film orders aboveT bulk

c . This is an
indication that ordering at the surface occurs first and thus determines the Curie temperature
of the film. The decrease ofθc(N) withN in this region can be easily explained. ForN →∞
both surfaces order independently at someθc(∞). For finiteN , the surfaces interact with each
other across the film and thus help each other to order. The interaction between surfaces, and
thus the corresponding increase ofθc, should decay exponentially with the film thicknesN ,
the characteristic length being the bulk correlation length. One can see that forη′s = 1 surfaces
order at a temperature substantially higher thanθbulk

c , where the bulk correlation length is
rather short. With loweringη′s , the bulk correlation length atθc increases, and the effect of the
interaction of surfaces becomes more and more pronounced. The mechanism described above
is considered in more detail in section 4.

The Curie temperatures of films consisting of one and two layers can be calculated
analytically since there is no inhomogeneity of the gap parameterGn. For the monolayer
the result can be obtained by a straightforward renormalization of equation (2.21) and has
the formθ−1

c = [d/(d − 1)]Pd ′(η) (there is no difference between the models with bulk and
surface anisotropies). For the bilayer, the surface-anisotropy model orders, evidently, at lower
temperatures than the bulk-anisotropy one. For the latter, the expression forθc can be found
in [4]. For the surface-anisotropy model, the result has the form

θ−1
c =

1

2

[
d

d ′
Pd ′(ηs) + Pd ′

(
d ′

d
ηs

)]
. (2.24)

Forηs = 0 one hasP = 1, and this formula yieldsθc = 2(d − 1)/(2d − 1), which becomes
4
5 for d = 3 (see figure 1). For comparison, for the model with the bulk anisotropyη = 1, the
mean-field formula (2.23) yieldsθc = (2d − 1)/(2d) for N = 2. This becomes56 for d = 3
(see figure 1). An interesting feature of the solution for the surface-anisotropy model is that the
Curie temperature of the bilayer becomes independent of the lattice structure in the Ising limit
ηs = 0. The result obtained above depends on the lattice dimensionalityd only and, e.g., it is
the same for the simple cubic model (d = 3) and the three-dimensional continuous-dimension
model (d = 3.0) [6]. In the Ising limit, the lattice structure comes into play for trilayers and
thicker films, where the inhomogeneity of the gap parameterGn becomes essential.

The thickness dependence of Curie-temperature shifts in films with small surface
anisotropies are shown in figure 2 in the log scale. ForN � 1 they can be represented
by the formula

θ−1
c (N) ∼= θ−1

c,bulk +
3

πN
ln

1

c3κs
κs ≡

√
2d ′(1/ηs − 1) (2.25)

with θ−1
c,bulk ≡ P3(1) = 1.516 39 and the fitting parameterc3 ≈ 1.36. This result, which

is derived analytically in the next section, is simpler than that for the model with the bulk
anisotropy [3,4]. The latter has the form (κcN � 1)

θ−1
c (N) ∼= θ−1

c,bulk +
3

πN
ln

1

a3κcN
κc ≡

√
2d(1/η − 1) (2.26)
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Figure 2. Curie-temperature shifts in simple cubic lattice films for small values of surface
anisotropy. Dashed lines represent equation (2.25) withc3 = 1.36.

Figure 3. Curie temperature of ferromagnetic films with simple cubic structure versus surface
anisotropy.

with a3 ≈ 0.35, andN under the logarithm makes the thickness dependence ofθc shift
substantially faster than 1/N (see figure 2). ForκcN & 1 the bulk-anisotropy model shows a
crossover to the finite-size scaling regime described by equation (1.1) withλ = 2. No such
crossover occurs for the model with surface anisotropy.

In figure 3 the Curie temperatures of 100- and 200-layer ferromagnetic films with simple
cubic structure are shown as function of the surface anisotropy. The film Curie temperature
becomes greater than the bulk one forη′s & 0.05. In this range it becomes independent of the
film thickness, which is in accord with the surface character of the phase transition. Below
the critical value of the surface anisotropy, the film Curie temperature falls belowθbulk

c . One
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can clearly see both the log dependence of theθc shift on the surface anisotropy and the 1/N

dependence on the film thickness, as is given by equation (2.25). More careful analysis shows
(see section 4) that the critical value of the surface anisotropy, which is defined from the
conditionTc(N, η′s,c) = T bulk

c tends to zero with the increase of the film thickness ford 6 3.
In three dimensions this dependence is logarithmic:η′s,c(N) ∼ 1/ lnN . This means that
equation (2.25) is valid for sufficiently small anisotropy,η′s � η′s,c(N), or, in other words, in
the thickness rangeN exp(−1/η′s) . 1. For however small a value ofη′s , it will break down
for very largeN . Deviation of the numerically calculated points forη′s = 10−2 in figure 2
downwards from the straight line corresponding to equation (2.26) is a manifestation of this
incipient breakdown.

3. Isotropic and weakly anisotropic films

To get an idea about ordering in films with small surface anisotropies ind 6 3 dimensions, it
is convenient to start with isotropic films. These films cannot order for any finite thickness,N ,
because they are systems of dimensiond ′ 6 2 and thus long-wavelength thermal fluctuations
preclude ordering. On the other hand, it is physically clear that immediately below the bulk
value of the Curie temperature the susceptibility of a thick film should become extremely
high. This means that the lowest eigenvalueµ1 in equation (2.13) becomes extremely close
to zero. The contribution of this eigenvalue dominates in the the constraint relation (2.14),
and this makes possible analytical calculation ofµ1. Since for the isotropic model there is no
difference between longitudinal and transverse CFs, here we use more compact notationsEρ
andψnρ (see equation (2.17)). First, equation (2.14) can be summed over all layers with the
use of the orthogonality of wavefunctions

∑
n ψnρψnρ ′ = δρρ ′ , which yields

N∑
ρ=1

2d ′

2d ′ +Eρ
Pd ′

(
2d ′

2d ′ +Eρ

)
= d ′N

dθ
. (3.1)

Next, one can subtract these equations forθbulk
c andθ from each other and separate the leading

term with very smallE1(θ). This yields

Pd ′

(
2d ′

2d ′ +E1(θ)

)
−6N ∼= d ′N

d

(
1

θ
− 1

θbulk
c

)
. (3.2)

SinceEρ with ρ 6 2 are not expected to change so strongly asE1 at the temperature interval
θbulk
c –θ , the quantity6N can be expected to be subdominant in comparison to other parts of

equation (3.2).
For the simple cubic lattice,P2 is the Green function of the square lattice which is given by

P2(X)
∼= (1/π) ln[8/(1−X)] for X ∼= 1. Adopting this in equation (3.2) and exponentiating

yields

E1(θ)
∼= CN(θ) exp

[
−2πN

3

(
1

θ
− 1

θbulk
c

)]
(3.3)

where

CN(θ) = E1(θ
bulk
c )

N∏
ρ=2

Eρ(θ
bulk
c )

Eρ(θ)
. (3.4)

Keeping high-lying eigenvalues withρ ∼ N in the above formula is not justified, because
P2(X) does not have its asymptotic form above in this case. On the other hand, the latter
change negligibly forθ close toθbulk

c and thus the corresponding numerators and denominators
in equation (3.4) cancel each other. The low-lying eigenvalues also cannot change significantly
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Figure 4. Temperature dependence of three lowest eigenvaluesEρ for the isotropic film ind = 3.0
dimensions. Dashed lines represent equation (3.3) withπ ⇒ 2 andcN = 8/N2.

in this temperature interval, thus the product in equation (3.4) should be of order unity. This
leads to the order-of-magnitude estimation

CN ∼ E1(θ
bulk
c ) ∼ C/N2 (3.5)

which is sufficient for our purposes, sinceCN will enter under the logarithm in the expression
for the shift of the Curie temperature of the film. The second step in equation (3.5) can be
justified as follows. For thick films at the bulk criticality,Gn is close to one in the main part of
the film, excluding the regions near the surfaces. Thus, for estimation of the eigenvalues one can
setGn = 1 in the whole film, which amounts to the approximationE1(θ

bulk
c ) ∼ EMFA

1 (θbulk
c ).

Solution of the Schr̈odinger equation (2.16) with the potentialVn = 0 yields eigenvalues

EMFA
ρ (θbulk

c ) = 2(1− cosqρ) qρ ≡ πρ/(N + 1) (3.6)

(so thatEMFA
1 (θbulk

c ) ∼ 1/N2 for N � 1) and eigenfunctions

ψnρ = CNρ sin(nqρ) CNρ ∼ 1/
√
N (3.7)

which describe a particle hopping in a rigid box.
The picture described above is confirmed by numerical calculations, the results of which

are shown in figure 4. The latter were performed for the continuous-dimension model in
d = 3.0. The dashed line in figure 4 represents equation (3.3), where the transition from the
sc lattice to thed = 3.0 lattice is performed by the replacementπ ⇒ 2, according to the
general rule which can be found in [4,6]. The constantC in equation (3.5) fits to 8 ind = 3.0
dimensions.

One can ask what the variation of the gap parameterGn in the isotropic film below the
bulk criticality looks like. The answer in the limitθ � 1 follows from the observation that all
spins become strongly correlated and thus allσnn′ become nearly the same forq = 0. Then,
from equation (2.2), it immediately follows thatb1 = bN ∼= 1

2 andbn
∼= 1 inside the film. This

yields

Gn
∼=
{

2d/(2d − 1) n = 1, N

1 n 6= 1, N
(3.8)
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Figure 5. Gap parameter (energy–density) profile in the isotropic ferromagnetic film ind = 3.0
dimensions at and below the bulk criticality.

for θ � 1. The corresponding zero-temperature eigenvalues can be calculated analytically
and read

Eρ(0) = 2(1− cosq̄ρ) q̄ρ = π(ρ − 1)/N. (3.9)

These eigenvalues are all shifted downwards with respect to those of equation (3.6), and the
lowest eigenvalue is exactly zero, in accord with equation (3.3). The eigenfunction of this
eigenvalue is constant throughout the film:ψn,1 = 1/

√
N . This is due to attraction of the

particle to the potential wells at the boundaries of the box:V1 = VN = −1. Note that using
equation (3.9) and equation (3.6) in equation (3.4) yieldsCN = O(1) at θ � 1, in contrast to
estimation (3.5) just below the bulk criticality.

Calculation of the variation of the gap parameterGn in the film at θ < θbulk
c is an

analytically intractable nonlinear problem, and the result of equation (3.3) does not help much.
Linearization atθ � 1 shows that deviations ofGn from the zero-temperature result of
equation (3.8) are linear in temperature. A compact analytical solution can only be obtained
for the trilayer.

The deviation of the gap parameter from the bulk value, which is defined byG1n ≡ Gn−G,
is shown in figure 5 for the isotropic film ind = 3.0 dimensions, at and slightly below the
bulk criticality (in both casesG = 1). This deviation is proportional to the nonuniform part
of the energy density [6]. At the bulk criticality,Gn has the universal form

Gn
∼= 1 +

1
4 − µ2

2dn2
µ = d − 3

2
1� n . N/4 (3.10)

for 2< d < 4, as for the semi-infinite model [6,10,11]. This yields the large-distance form

Vn
∼= −( 1

4 − µ2)/n2 1� n . N/4 (3.11)

for potentialVn in equation (2.16). Note that in [10, 11], the quantityV (z) ∼= −(Gn − 1) ∼=
2dVn was used. AtT = 0.92T bulk

c , the profile ofG1n looks rather indefinite: in the middle
of the film the tendency to the zero-temperature solution of equation (3.8) is already seen,
whereas closer to the boundariesG1n still increases with lowering temperature. In the whole
range ofn, the relative deviation ofG1n from the bulk-criticality result is of order one. On the
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other hand, at such temperature the argument of the exponential in equation (3.3) is already
−10, thusE1 is very small and futher lowering of the temperature leads to the instability of
the numerical algorithm. Fortunately, the problem of finding the temperature variation of the
gap-parameter profile in the film below the bulk Curie temperature becomes nonessential in
the physically relevant three-dimensional case, because here the suppression ofTc of the film
is not so strong (see below).

As we have see above, in isotropic films ind 6 3 dimensionsE1 is very small in a wide
range of temperatures but turns to zero only atT = 0. If there is a small anisotropy in the
system, the basic equations for the transverse CFσnn′ , equations (2.2) and (2.7), are slightly
modified, and the variation of the gap parameterGn in the film slightly changes. These changes
can be found perturbatively, although it is not easy to do analytically. WhenGn is inserted
into the equation for the longitudinal CFσ zznn′ , perturbations ofGn perturb, in turn,E1. Since
E1(θ) goes almost horizontally, a small anisotropy is sufficient to causeE1 to cross the zero
level at a transition temperature that is not small.

The first step, finding the perturbed variation of the gap parameterGn, can be performed
qualitatively in the following way. If surface and bulk anisotropies,η′s ≡ 1−ηs andη′ ≡ 1−η,
are small, one setsq = 0 in the last term of equation (2.10), since this term creates a gap in the
transverse CFσnn and it should be essential at small wavevectors. After that, definingG(0)

n as
the solution of the isotropic problem, one immediately finds thatGn adjusts so that̃bn retains
its isotropic value, i.e.,

d/(ηGn) + (1− ηs/η)d ′(δn,1 + δnN) = d/G(0)
n . (3.12)

This defines the correction toGn due to anisotropy, which are positive. Now, proceeding to the
longitudinal CF, one can write for the eigenvalue problem of equation (2.16)Vn = V (0)n +V (1)n ,
where

V (1)
n = −2d(1− η)/G(0)

n − 2d ′(η − ηs)(δn,1 + δnN). (3.13)

Numerical calculations show, however, that the surface part of this perturbation is somewhat
oversimplified. It is not strictly localized in the boundary layer but redistributed over some
region, decaying in three dimensions slightly faster than 1/n3, presumably as 1/(n3 ln n). This
feature is nonessential for the determination of theTc shift below; the difference of the result
with respect to those obtained with the use of the simplified form of equation (3.13) will be
absorbed into analytically unknown numerical factors.

The first-order corrections toEρ due to the diagonal perturbationV (1)n have the form

E(1)ρ =
N∑
n=1

V (1)n ψ2
nρ (3.14)

as in the usual quantum-mechanical perturbation theory. In the temperature range of interest,
slightly below the bulk criticality, the variation of the gap parameterGn does not strongly
differ from that at bulk criticality. Thus, estimation ofψ2

nρ in equation (3.14) can be done
at T = T bulk

c . Here, not too close to the surfaces and the middle of the film, one should
consider the Schrödinger equation (2.16) with the potentialVn given by equation (3.11).
The standing-wave solution of this equation forn & 1 in the semi-infinite geometry can
be expressed through the Bessel functions and labelled with the wavevector taking continuous
values from the interval(0,∞) [6,10,11]. In the film this wavevector becomes quantized, and
the normalized expression forψnρ in the regionn . N/2 reads

ψnρ ∼ (nqρ/N)1/2Jµ(nqρ) qρ ∼ πρ/N. (3.15)

Thus for usingJµ(z) ∼ zµ, z� 1, one obtains

ψ2
n,1 ∼ n1+2µ/N2(1+µ) ψ2

1,1 ∼ 1/N2(1+µ). (3.16)
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Figure 6. Numerically calculated squares of normalized eigenvectorsψnρ for the isotropic film
(N = 500) ind = 3.0 dimensions at bulk criticality. Linear behaviour at smalln is in accord with
equation (3.15). The mean-field result of equation (3.7) is shown by the dotted curve.

For comparison, the MFA solution of equation (3.7) yieldsψ2
11 ∼ 1/N3. Strong increase of the

probability of finding the particle near the boundaries forN � 1 in our case, which is illustrated
in figure 6, is due to the long-range attractive potentialVn. Note that at low temperatures, where
Gn approaches its limiting form given by equation (3.8), this effect becomes even stronger:
ψ2
n,1
∼= 1/N . But there are no bound states near the surface in the isotropic model at any

temperatures.
Now, from equation (3.14) one obtains for the surface- and bulk-anisotropy models

E
(1,surface)
1 ∼ −κ2

s /N
2(1+µ) E

(1,bulk)
1

∼= −κ2
c (3.17)

where in the bulk caseG(0)
n
∼= 1 in the main part of the film and the normalization of eigenvectors

ψnρ has been used. The Curie temperature of the film can be found from equation (2.18) in the
formE

(0)
1 +E(1)1 = 0, whereE(0)1 is given ford = 3 by equations (3.3) and (3.4). Explicitly,

one has {
κ2
s

(κcN)
2

}
∼ exp

[
−2πN

3

(
1

θ c
− 1

θbulk
c

)]
(3.18)

for the surface- and bulk-anisotropy models, respectively. This results in equations (2.25)
and (2.26), where the numbersc3 anda3 cannot be found analytically and should be fitted to
the numerical solution. Remember that this analytical scheme for determination ofθc works
if the argument of the exponential above is large. The method evidently breaks down for
the bulk-anisotropy model, ifκcN & 1. Here the result forθc crosses over to the finite-size
scaling solution of equation (1.1) withλ = 2 andA ∼ 1/κc [3,4]. For the model with surface
anisotropy, equation (3.18) also breaks down at sufficiently largeN due to the surface phase
transition, which will be considered in more detail in the next section.

For very small anisotropy, the film orders at the temperatureθc � θbulk
c ∼ 1, where

ψ2
n,1
∼= 1/N and in equation (3.3)CN = O(1) (see the comment after equation (3.8)). This

yields

θ−1
c (N) ∼= 3

πN
ln

√
N

κs
θ−1
c (N) ∼= 3

πN
ln

1

κc
(3.19)
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for the surface- and bulk-anisotropy models, respectively, in accord with equations (1.3) and
(1.2). It should be stressed that the applicability conditions for the formulae above are difficult
to fulfil for thick films, N � 1. For the latter, the shift of the Curie temperature is typically
small and equations (2.25) and (2.26) are relevant.

Let us consider now ferromagnetic films in dimensions lower than three. For the
continuous-dimension model [6] the lattice Green function of layers,Pd ′ , is given by

Pd ′(X) = d ′

3d ′

∫ 3

0

qd
′−1dq

1−Xλ′q
λ′q
∼= 1− q2/(2d ′). (3.20)

ForX close to one this yields

Pd ′(X)
∼=
{
Cd ′/κ

2−d ′
d ′ d ′ < 2

Wd ′ +Cd ′κ
d ′−2
d ′ d ′ > 2

κd ′ ≡
√

2d ′(1/X − 1)� 1 (3.21)

where the Watson integralWd ′ and the coefficientCd ′ are given by

Wd ′ = (d ′)2

(d ′)2 − 4
Cd ′ = d ′

3d ′
πd ′

sin[(2− d ′)π/2]
. (3.22)

In three dimensions, the exact result isP3.0′ = [1/(2X)] ln[(1 +X)/(1−X)]. One should not
mix upP3.0′ (two continuous dimensions) withP2.0 (one discrete dimension and one continuous
dimension), etc.

For d < 3 the first term of equation (3.2) is of order 1/E(3−d)/21 and it dominates over
6N . The latter is determined by other low-lying eigenvalues which are of orderEρ ∼ (ρ/N)2.
Thus,6N ∼ N3−dCd ′ . This correction term is retained in the formulae in order to provide
correct limiting transitiond → 3. Using equation (3.21) and equatingE1 to the anisotropic
correctionE(1)1 with the opposite sign, one obtains

θ−1
c
∼= θ−1

c,bulk +
dCd ′

d ′N

(
1

(−E(1)1 )(3−d)/2
− 6N
Cd ′

)
. (3.23)

Inserting here expressions forE(1)1 from equation (3.17) and using the value ofµ from
equation (3.10), one arrives at the final results

θ−1
c
∼= θ−1

c,bulk +
d ′

3d ′
πd

sin[(3− d)π/2]

1− (cdκs)3−dN(3−d)2/2

(c̄dκs)3−dNd−2+(3−d)2/2 (3.24)

for the surface-anisotropy model and

θ−1
c
∼= θ−1

c,bulk +
d ′

3d ′
πd

sin[(3− d)π/2]

1− (adκcN)3−d
κ3−d
c N

(3.25)

for the bulk-anisotropy model. Herecd , c̄d , andad are numbers that should be fitted to
the numerical solution. One can check that ford → 3 the formulae above go over to
equations (2.25) and (2.26) (the additional factors 2/π in the latter are due to the difference
betweend = 3.0 andd = 3 models). Moreover, both equations (3.24) and (3.25) cross over
to the single resultθ−1

c − θ−1
c,bulk ∼ 1/Nd−2 [4, 15] in dimensions above three, which is well

defined in the isotropic limit.

4. Surface phase transition in films

The surface of a semi-infinite magnetic system orders at a temperature above the bulk Curie
temperature if there is a bound surface state of the Schrödinger equation (2.16), which lies
below the continuum of the delocalized (bulk) states, i.e.,E1 < V∞. In this case, with lowering
temperatureE1 reaches the zero value before all other (bulk) eigenvalues, and it dominates the
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Figure 7. Numerically calculated effective potentialsVn for the isotropic film (η′s = 0) and that
with the extreme surface anisotropy,η′s = 1, forN = 8 ind = 3.0 dimensions at the bulk criticality.

longitudinal susceptibilityχzn = σ zznn(q = 0)/θ (see equation (2.17)) in the boundary region,
where the eigenfunctionψn1 is localized. An example of the surface bound states is shown
in figure 7 for theN = 8 film in d = 3.0 dimensions at the bulk criticality. For the isotropic
model, the potential wells near the surfaces are not strong enough to create a bound state. In
contrast, for the extremely strong surface anisotropy the wells are deeper and there are bound
states in each of the wells, which show a small tunnel splitting. Both models possess bulk
states withEρ > 0, which are not shown. The surface-anisotropy dependence of several lowest
energy levels for thick films at the bulk criticality is shown in figure 8. One can see that the
energy levelsEρ > 0 nearly scale with 1/N2, which is characteristic for the bulk. Negative
energies correspond to the states localized near the surfaces, hereE1,2 are nearly degenerate
and practically independent ofN .

A natural question is how strong the surface anisotropy should be to create a potential
well which can accomodate a bound state. The well known result in quantum mechanics (see,
e.g., [16]) is that in one dimension a however small potential well creates a bound state with the
energy quadratic in the volume of the well:E ∼= − 1

4[
∫∞
−∞ V (x) dx]2 for h̄ = 1 andm = 1

2. If,
however, the potential well is situated near a potential hump or near a rigid wall, localization
of the particle costs additional potential or kinetic energy, respectively, and it requires that the
well strength exceeds some critical value. In this case the result is

E ∼= −A(P − Pc)ζ + const (4.1)

whereP is appropriately determined strength of the well and forshort-rangepotential wells
ζ = 2. In the particular case of a rectangular well of depthV0 and widtha, which is sided
by a rigid wall, one hasP = aq̃, q̃ ≡ √V0, Pc = π/2, andA = π2/(2a)2. If the potential
V (x) has a long tail, the situation becomes more complicated, and the exponentζ deviates
from two, as we shall see below.

Calculation of the critical strengthPc in equation (4.1) for our problem (2.16) requires, in
general, knowing the potentialVn in the whole range ofn including the surface region,n ∼ 1.
Whereas at the bulk criticality the asymptotic form ofVn is given by equation (3.11), the values
of Vn for n ∼ 1 can only be determined numerically [6]. Nevertheless, it can be shown that the
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Figure 8. Surface-anisotropy dependence of the lowest energy levels of the potentialVn for
N = 100 andN = 400 films at the bulk criticality.

isotropic semi-infinite model at the bulk criticality ind 6 3 dimensions is in the critical state,
P = Pc. A however small surface anisotropyη′s makes the well deeper in the regionn ∼ 1
and it thus creates a surface bound state. As was argued above, this leads to the surface phase
transition. This strong result follows from the form of the spin CF, which in the asymptotic
regionn, n′ � 1 for q � 1 reads [6,10,11]

σnn′(q) = 2dθ

{√
nn′Iµ(qn)Kµ(qn′) n 6 n′√
nn′Iµ(qn′)Kµ(qn) n′ 6 n

(4.2)

with µ defined by equation (3.10). Far from the boundary,qn, qn′ � 1, this CF reduces
to its bulk value,σnn′(q) = (dθ/q) exp(−q|n − n′|). In the regionn, n′ ∼ 1 equation (4.2)
is modified by nonsingular factors of order unity [6]. The spin CF above is proportional
to the Green function which can be used to calculate perturbations of the solution of the
problem (2.16), withE = q2, due to small perturbations of the potentialVn. Such a perturbation
theory, fails, however, in the bulk, since the bulk Green function above also diverges for
q → 0. A however small perturbation ofVn changes the wavefunctions withE → 0 in a
nonperturbative way, which leads to formation of bound states for attractive perturbations [16].
To analyse the semi-infinite problem, one can use

Iµ(z)
∼= 1

0(1 +µ)

( z
2

)µ
[1 + O(z2)] z� 1

Kµ(z) = π

2 sin(πµ)
[I−µ(z)− Iµ(z)]

(4.3)

for the modified Bessel and Macdonald functions. One can see that forµ 6 0 (i.e.,d 6 3)
the Green function above diverges in the limitq → 0 (for d = 3 logarithmically), whereas for
µ > 0 (i.e.,d > 3) it remains finite in this limit. Thus, ind > 3 dimensions there should be
a critical value of the surface anisotropy,ηs,c, above which there is a surface phase transition,
whereas ford 6 3 one hasηs,c = 0.

Different behaviour ford > 3 andd < 3 observed above is entirely due to the different
forms ofVn for n ∼ 1, whereas in the asymptotic regionn � 1 the potentialVn given by
equation (3.11) is the same below and above three dimensions. If one goes away fromd = 3 in



Ordering in magnetic films with surface anisotropy 4339

both directions, the attractive tail ofVn weakens, but ford < 3 the depth of the well increases
in the surface region,n ∼ 1, (see figure 1(b) of [6]), so that the well always remains in the
critical state. In the limitd → 2 the attractive tail ofVn disappears, and the variation of the
gap parameterGn approaches equation (3.8), which corresponds toV1 = VN = −1, Vn = 0
(n 6= 1, N ). It can be checked directly that a however small further decrease of the boundary
value of this potential leads, for the semi-infinite problem,N = ∞, to the formation of a
bound state. Determination ofVn for n ∼ 1 is an analytically intractable nonlinear problem.
Nevertheless, Bray and Moore [10,11] could obtain the spin CF of equation (4.2), which has
differentforms ford > 3 andd < 3 and contains the relevant information, without explicitly
analysing the regionn ∼ 1!

Now let us analyse how the energy of the surface bound state depends on the strength of
the potential well if the latter slightly exceeds its critical value. For simplification, we will
consider, instead of equation (2.16), a continuous Schrödinger equation−ψ ′′ +V (x)ψ = Eψ
with the potentialV (x) modelled as

V (x) =


∞ x < 0

−V0 06 x 6 a
−( 1

4 − µ2)/x2 x > a

(4.4)

(cf equation (3.11)). If we choosea = π/2, then ford = 2 the long tail ofV (x) disappears and
V0 = 1 becomes the critical depth of the potential well, as for the original discrete problem. In
general, this method says nothing about the critical value of the surface anisotropy, but allows
the determination of the exponentζ in equation (4.1). The bound solution of the problem
above, if it exists, has the form

ψ(x) =
{
C1 sin(q̃x) 06 x 6 a (q̃ ≡ √E + V0)

C2

√
κ̃xKµ(κ̃x) x > a (κ̃ ≡ √−E). (4.5)

Here, for very small|E|, one can neglectE in q̃ and use the small-argument form ofKµ(z),
which follows from equation (4.3). Then the boundary conditions atx = a result in the
equation determining̃κ:

q̃a cot q̃a = 1

2
− |µ| − 2|µ|(κ̃arµ)2|µ|

1− (κ̃arµ)2|µ| rµ ≡ 1

2

[
0(1− µ)
0(1 +µ)

]1/(2|µ|)
. (4.6)

Settingκ̃ = 0 determines the critical value of the well strengthPc, say, its depthV0. ForP
slightly abovePc, equation (4.6) can be represented in the form

B(P − Pc) ∼= |µ|(κ̃arµ)
2|µ|

1− (κ̃arµ)2|µ| (4.7)

which yields

E = −κ̃2 ∼= − 1

(arµ)2

[
B(P − Pc)

|µ| +B(P − Pc)
]1/|µ|

µ ≡ d − 3

2
(4.8)

for the energy of the bound state. One can see that the ‘classical’ one-dimensional behaviour
with the quadratic dependence of|E| onP − Pc is only realized ford = 2 andd = 4 where
|µ| = 1

2 and the long tail ofV (x) in equation (4.4) disappears. Ford = 3 equation (4.8)
regularizes to the expression

E ∼= −
(

2

aeγ

)2

exp

[
− 1

B(P − Pc)
]

γ = 0.5772 (4.9)

which resembles the well known result for the energy of the bound state in two dimensions
[16]. Indeed, in two dimensions the radial partψ(r) of the wavefunction9(r, φ) =
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r−1/2ψ(r) exp(±imφ), m = 0, 1, 2, . . . for the problemwithout potential energy satisfies
the one-dimensional Schrödinger equation with the effective potential energy written in
equation (4.4) forx > a, with µ ⇒ m (see, e.g., [17]). Now, returning to the original
problem with the surface anisotropy, one can notice that the depth of the potential wells near
the surfaces change linearly withη′s , thus, one can replaceP−Pc byη′s−η′s,c in equations (4.8)
and (4.9), whereη′s,c = 0 for d 6 3.

The temperature of the surface phase transition,θc, can now be determined using the
results above. Atθc, which is slightly aboveθbulk

c , the energy of the bound state equals zero,
but the bulk level of the potential,V∞, slightly exceeds zero. The value ofθc can be found
equating|E|, which is given by equation (4.8), toV∞:

|E| = V∞ ∼ 1−G ∼ κ2 ∼ (θc − θbulk
c )2νb (4.10)

whereνb = 1/(d − 2) is the critical index for the bulk correlation length for theD = ∞
model. This yields

θc − θbulk
c
∼=
[

B(η′s − η′s,c)
|µ| +B(η′s − η′s,c)

]1/8̇

8̇ = |d − 3|
d − 2

. (4.11)

The critical index8̇ was calculated in [18] for the model with arbitrary number of spin
componentsn in the second order inε = 4 − d. In the limit n → ∞ the result of [18]
becomes8̇ = 1

2 − ε/4 − ε2/8 + O(ε3), which is in accord with equation (4.11). Note,
however, that theε expansion fails below three dimensions for the model with an infinite
number of spin components, which is considered here.

In films, surface bound states cannot be rigorously separated from the bulk ones. If these
bound states are very shallow, which is the case near the special transition (θsurface

c = θbulk
c ),

the localization length of the bound states is very large and it exceeds the thickness of the film.
Because of this finite-size effect, the critical value of the parameter which controls the surface
phase transition (here the surface anisotropy) cannot be determined unambiguously. A natural
choice is to defineηs,c(N) from the conditionθc(N, η′s,c) = θbulk

c . The value ofηs,c(N) can be
found as the point of the intersection of the lowest eigenvalueE1(N, η

′
s) with the zero level at

the bulk criticality (see figure 8). For the model with symmetric surfaces, however, the second
eigenvalue,E2, also goes down, crosses the zero level at a somewhat larger value ofη′s and
then very quickly becomes almost degenerate withE1. The latter situation corresponds to the
two bound states well localized on both surfaces, with a small tunnel splitting. Thus, crossing
of E2(N, η

′
s) with the zero level, as well as the degeneracy ofE1 with E2, could also be used

as a criterion for the formation of bound states and thus for the special transition. Another,
probably better possibility is to consider the film with a surface anisotropy on only one of the
two surfaces. Here there is no complication arising from the tunnelling between the bound
states across the film; only the lowest eigenvalueE1 goes over to the bound state, whereasE2

always remains positive.
In films there is no singularity in the dependence ofE1 on the surface anisotropy, this

dependence is linear nearE1 = 0. On the other hand, the singularity ofE1(η
′
s) studied above

for the semi-infinite problem above mirrors in the dependenceη′s,c(N). This dependence can
be obtained if one uses a potential of the type of equation (4.4) for a film, setsκ̃ = 0 and
imposes the symmetry condition on the wavefunction in the middle of the film,x = L/2. This
yields equation (4.7) withP ⇒ Pc(L), Pc ⇒ Pc(∞) andκ̃ ⇒ 2/L. In terms of the original
variables, dropping numerical factors, one can write

η′s,c(N)− η′s,c(∞) ∼
2|µ|N−2|µ|

1−N−2|µ| ⇒
1

lnN
(d = 3). (4.12)

This result, as well as the conjectureη′s,c(∞) = 0 for d 6 3 made at the beginning of this
section, are confirmed by numerical calculations, the results of which are shown in figure 9.
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Figure 9. Critical surface anisotropy versus film thickness (506 N 6 500 ford = 3, 3.0, 3.5 and
506 N 6 170 ford = 2.5) in different dimensions. The data correspond to the film with surface
anisotropy on one of the two surfaces. The straight dashed lines are fits to the numerical data.

Positive values ofη′s,c(N), even ford 6 3, reflect the general tendency of the film to
order at a temperature below the bulk Curie temperature. The latter is the case considered in
the preceding section, and now it is clear that the applicability criterion for equations (2.25)
and (3.24) isη′s � η′s,c(N). Ford 6 3, equations (2.25) and (3.24) break down for however
small surface anisotropyη′s , if the film thicknessN is large enough. One can see that in three
dimensionsη′s,c(N) decreases logarithmically slowly, thus equation (2.25) works in a wide
rangeN . exp(1/η′s) for small surface anisotropies. The applicability range of equation (3.24)
shrinks quickly with the descease of the spatial dimensiond.

5. Discussion

In this paper it has been shown that the finite-size scaling formula for theTc shift in
magnetic films, equation (1.1), which seems to be the only theoretical tool for interpretation of
experiments (see, e.g., [14]), in fact, only describes one of several regimes. For the model with
bulk anisotropy, the situation depends on the ratio of the film thicknessN and the transverse
correlation lengthξc⊥, which is usually ignored as a noncritical variable. ForNκc & 1, where
κc ≡ 1/ξc⊥ at criticality, a different regime described by equation (2.26) [3, 4] is realized
instead of equation (1.1). For the model with surface anisotropy, which is present in many
experimentally investigated films, equation (1.1) never appears. Instead, theTc shift follows
equation (2.25) in three dimensions for small enough surface anisotropy. If surface anisotropy
exceeds the critical value,η′s > η′s,c(N), equation (2.25) breaks down and the film orders via
the surface phase transition above the bulk Curie temperature (see figure 1). A remarkable
result is thatη′s,c(N) goes to zero in the semi-infinite limit,N →∞, for d 6 3 (see figure 9).
That is, a however small surface anisotropy leads to the surface phase transition in the bulk-
isotropic semi-infinite model. This is in contrast to the isotropic model with enhanced surface
exchange, which does not show any surface phase transition ford 6 3. In three dimensions,
η′s,c(N) ∼ 1/ lnN , thus equation (2.25) is valid in a wide range of the film thicknesses:
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N . exp(1/η′s) for η′s � 1.
One can question whether all these effects, which have been demonstrated above for the

D = ∞ model, survive for the realistic classical Heisenberg model,D = 3. I expect that, in
general, these effects should survive, because they are due to the nearly Goldstone modes in
a weakly anisotropic magnetic system, and these Goldstone modes are inherent in all models
withD > 2. On the other hand, the nonlinear coupling of fluctuations, which arises for a finite
number of spin componentsD, suppresses fluctuations to some extent. This can already be
seen from the fact that in the bulkθc ≡ Tc/T MFA

c monotonically decreases withD and reaches
its minimum in the spherical limitD = ∞ (strongest fluctuations). For the semi-infinite
problem, the surface susceptibilityχ11 at the ordinary phase transition diverges ford 6 3 (i.e.,
γ ord

11 > 0 for d < 3), if D = ∞. For finiteD, the second-orderε expansion (see, e.g., [18]
and references therein, or, for a review, [19]) suggests thatγ ord

11 remains positive atd = 3 (no
divergence of the surface susceptibility) and probably changes sign at some critical dimension
lower than three. Thus, fluctuations are somewhat suppressed, and the situation is a bit closer
to the mean-field one (d = 4), in comparison to the limitD = ∞. This is an indication that in
three dimensions afinite value of the surface anisotropy may be needed for the surface phase
transition, in contrast to the zero value obtained in section 4. Computing this critical value of
the surface anisotropy with the help of MC simulations or other methods, as well as searching
for the regimes for theTc shift in the films established above (or rather for their analogues for
the Heisenberg model), seems to be an interesting problem.
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